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Contextual Knowledge Representation


I think Artificial Intelligence is cool.  Aside from robots, Steven Spielberg movies, and all of the dreams associated with AI, the most interesting thing about it, for me at least, is that it gives the human race a chance to think about issues that it would probably ignore.  One of these issues concerns how we, as human beings, represent the vast repository of knowledge in our respective heads.  The other thing about AI is that it raises the bar a little bit.  It simply isn't enough to just represent this knowledge so we can use it (we have already done that); we have to represent knowledge so that a machine can use it.  There is no doubt that this is one of those areas where AI is a great mental exercise, but it is still a problem that has to be dealt with at some level if AI's goal is ever going to be reached.  The issue I am most concerned with is how to represent a human being's knowledge of different words in a way that doesn't confuse a computer.  How is a computer to ever make sense of a sentence if it can't differentiate between two definitions of a word? Solving this problem begins with representing a word and all of its definitions in some meaningful way.

  Luckily, currently established knowledge representation systems will aide us greatly in this endeavor.  The system we want to consider is the semantic network.   Quillian defines the semantic network as, “a graph structure in which nodes (or vertices) represent concepts, while the arcs between these nodes represent relations among concepts” (1968).   This definition works very much in our favor because it lends itself to some very loose interpretations.  The best way to understand this concept is to see an example:
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Figure 1.

Here we are representing the knowledge that Maurice, Barry, and Robin Gibb all played in the Bee Gees, and that the Bee Gees is a band.  Granted this graph doesn’t represent much knowledge, but it is a start.  After all, I don’t have all day to make graphs of lame rock bands.   This whole semantic network thing seems very promising, namely, because we, as human beings, use a similar system to represent knowledge.  Think about it.  If someone mentions the Bee Gees to you in everyday conversation and you happen to be familiar with the 70’s or disco, this name evokes all sorts of other ideas.  Perhaps ideas relating to disco, or maybe to tight pants, but either way, Bee Gees doesn’t stand on it’s own in your mind.  Even if you are unfamiliar the disco or the 70's, upon hearing "Bee Gees", thoughts of words beginning with the letter B or G may come to mind.  The idea here is that no idea in the mind stands alone.  


In our effort to represent context sensitive knowledge, this fact bodes well for us.  To demonstrate let’s use a simple case.  Consider the following sentence:


Sally cannot write without a pen.  

Here, it is pretty obvious that the word pen refers to a writing implement.  But let’s say you are computer trying to use a knowledge representation system where all the definitions of pen exist within the system.  This means the computer has to distinguish between pen – the writing implement, pen- the enclosure for storing animals, and pen – the verb.  Those are just the three definitions we are going to consider for the sake of simplicity.  Webster’s Dictionary lists at least five other definitions. For this paper we are only going to deal with nouns, and verbs leaving the representation of articles, prepositions, adverbs, and adjectives to the experts.  There are subtle differences between the definitions of certain prepositions, adjectives, and adverbs, but nouns and verbs provide the most basic idea of what a sentence actually means.  Additionally, it seems there is a greater difference between any two of definitions of any given noun or a verb, than there is between two definitions of any adjective, adverb, or preposition.    Getting back to graphs, what if the graph for one definition of pen looked something like this?
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Figure 2

In this example, we are describing what we know about pen in a very limited sense. First, you will see my lazy abbreviation directly under the word pen.  As you may have already guessed, this stands for part of speech.  Here we see that pen is a noun, at least for this definition. To the right, we have the “is a” relationship, and as a Webster defines it, the pen, in this sense, is a device. Let’s divide nouns into two categories: inanimate and animate.  Why? Well, when you think about it, representing a noun that is a human being or an animal is a totally different ball game, so we are going to leave that alone.  Anyway, pen is obviously inanimate.  Now things get a little hairy. Once we know an object is inanimate what do we say bout it?  Most inanimate objects can be classified using a verb-preposition link. By this, I mean you can say that a pen is “used for” writing, or a tree can be “found in” a forest.  In the worst case scenario, you can fall back on qualitative descriptions such as “looks like” or “feels like”.   Even an adjective would be acceptable here.  This works but there is sort of a problem with it.  Different inanimate objects could be put into context quicker depending on what kind of link you use here. If you use “looks like” in our case of the pen, it will take much longer to decipher the meaning of the word. Let’s leave this on the back burner for right now.  Back to the picture, the only step left in understanding the scheme for the word pen will involve a little imagination, because I am strapped for time and not a graphics artist. Now picture all the other definitions in the same format surrounding the word “pen”.  Ok, that was a little vague.  Here is a diagram
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Figure 3

Just as pen “is a” device it can also be a type of enclosure.  So, we would have “is a” device and “is a” enclosure.  There also two P.O.S links indicating that pen can either be a noun or a verb. The details of how verbs are represented will be left until later because there are more pressing issues to deal with right now – like the mysterious dotted lines.

 
The dotted line represents a link and all of the nodes below it being reasoned out.  When a word is put into context, there should be one of each kind of link under each node.  In this case one “P.O.S”, one “is a”, one “is”, one “used for”, etc.  We don’t want to go too far into how reasoning is accomplished, because, frankly, I am not smart enough.  Unfortunately, some of the details regarding reasoning have to be worked out, to show that this knowledge representation system is useful in some way.  Let’s get back to the very first example, which concerns poor Sally not being able to write without a pen.  How do we reach the conclusion that pen is indeed a writing implement rather than an enclosure, or a verb?  If we were to assume that no other knowledge was present, except for the basic definitions of each word in the sentence, we could somehow gather, by a simple search and a little reasoning concerning sentence structure, that pen indeed refers to a writing implement.  


First comes the reasoning.  In order to draw any conclusions about definitions, we need to have some sort of a sentence structure.  To get this structure, we could use some of the technology employed in another branch of AI, natural language understanding.  Whenever a computer wants to understand natural language the first thing it needs to do is parse the sentence and create a parse tree that breaks the sentence down into parts of a grammar.  This could be done using one of the numerous parsing algorithms out there.  We don’t need to get into the details of how this is accomplished, but if you remember what a grammar is, this diagram should make sense:
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Figure 4

One thing that is apparent from this diagram is that I don’t know that much about grammars, but the important thing is that once the sentence is parsed it is very clear that pen cannot be verb.  If such a structure could be duplicated in the computer’s memory for any sentence, all of the irrelevant P.O.S (part of speech) links could be eliminated from our diagram in figure __.  In the case of pen, this eliminates the P.O.S. link that points to verb, thus eliminating all of the information below the node verb.    


Now that we know what part of speech pen is in the example sentence, we are left with the challenge of deciding whether pen, in this case, is a writing implement or an enclosure.  This matter can be reduced to a simple search.  Note the use of the word “can” in the previous sentence.  Once we really start getting into the details of a simple breadth or depth first search of the remaining links, things get sort of complicated.  In this simple search, we would be comparing valid links in the definition of the word pen first to other words in the sentence.  If we don’t find an exact match, we would keep moving to nodes of each word’s graph, and comparing them with nodes in pen’s graph.  Obviously this works but it will be a very slow process.  Assuming we have a great amount knowledge stored in this system we could keep moving outward forever.  This is not good.  What if a match is found between two matching nodes 5 nodes away from their original words?  Given these circumstances, it is necessary to devise some sort of rating system.  Fortunately this is a simple matter of assigning a value to each node in a word’s graph.  Nodes one link away from the word would have a value of one, while nodes two links away from a word would have a value of two and so on.  A match between two links in a graph could be stored in memory along with the sum of their respective values.  Only matches with significantly lower values than all of the other matches would be considered valid.  If other matches exist with higher values, we can use a little math and calculate the difference between their values and derive a number indicating the match’s probability using this difference. Once we have a probability for each match, we can proceed to “reason out” the other links.  Any match that is lower than the highest probable match will be disregarded.   Naturally, when the sentence is parsed the probability of having the correct P.O.S link will be 100%, and all other P.O.S links will be overlooked.  This whole scheme may sound very weak right now, but when the definition of a word can’t be decided using other words in the sentence, it will come in handy.  For right now, there is another question that begs asking.          

Going back to the first graph, shouldn’t the “is” and “inanimate” be linked to the node “device”?  Well, if they were linked together, it would form one big, long chain.  For some reason, I have very hard time believing this design would be conducive to an efficient search of the graph.  I am sure there are better ways of searching in parallel than the method I described above, but if we are using my system of choosing matches based on their depth, this long chain would throw everything off.  Once again, I am not saying my simple method is by any means the definitive way to search such a structure.   However, if we are forced to use this method putting “inanimate” after device would throw everything off. For our purposes, we want inanimate to have the same precedence as device.  In essence, I am saying that either match would work just as well, and in this case it would.  


Unfortunately, after such a lengthy explanation, we still are not finished.  There was a famous Israeli mathematician who thought of a posed an interesting question.  It goes something like this.  Let’s say you have two sentences.  One being, “the pen is in the box”, and the other being “the box is in the pen”.  How could a computer possibly differentiate the right definition of the words in these sentences (Hofstadter 81)?  This problem really is impossible, in a way, but in another way, it isn’t.  Assuming you are a computer with no context except the two sentences, it is impossible.  On the other hand, as a human being, there always exists some higher context or super-context.  Put yourself in this situation.  You are walking around Temple’s campus.  You happen upon a note on the ground that reads, “the box is in the pen”.  No matter where you are on the urban, college campus, your first thought is probably, “How could the box be in the pen?” You are probably thinking that it is silly for a cardboard box, which you typically see, to be inside one of the ink pens which you typically use to take notes.  Perhaps, if you are somewhat thoughtful, you think that maybe the box is very small, and if you are more contemplative, you think the pen is just an enclosure rather than a writing implement.  Now put yourself in another situation.  Let’s say you have no use for college or the city life, and you live in a very rural area.  You work outside, breathing the fresh air everyday, getting dirty, and earning your keep, all while living a very happy life.  Assume now that you are walking through the woods one day and happen upon a note, nailed to a tree, which reads “the box is in the pen.”  The first thing you probably think is that there is pen for keeping animals somewhere and that there is some sort of box inside of it.  Of course, this is pure speculation, but what I am trying to prove here is that there are always other circumstances and a higher context in the human world (McCarthy 1996).  In the computer world this may not be true.  For example, if either of the two sentences was the first statement added to any AI type system, a machine could not make heads or tails of it. Fortunately, or maybe I should say hopefully, this is rarely ever the case.  So now the question that begs asking is, “If there is sufficient knowledge, how do we go from the context of the sentence to the broader context of two sentences or a paragraph?”


First, let’s think about the system we already have in place. Better yet, how about I give another half-baked example?  


Context 0: 
Sally could not get her pen to write properly.

Context 1:
The box is in the pen.
The first thing to notice here is that each sentence represents a context.  For our purposes, we will say that the sentence or clause is the base unit of context, even though there are other possibilities.  Let’s start things off in Context 1, and assume that Context 0 is the outer context.  As we have already established, it is impossible for a computer to differentiate the meaning of the word pen in this sentence.  When we look to Context 0, we can see that pen is indeed a writing implement.   But, under what conditions do we jump to Context 0?  
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Figure 5

Looking at the Figure 5 and the sentence in Context 1, we can only eliminate the P.O.S link that is connected to the node verb.  Recall that in order for us to have a conclusive definition of a word only one of each kind of link must be present.  In this situation, we are left with 2 “is a” links and two verb-preposition links (used for / used in).   Let’s go back to the search method that I devised.  Remember that it is possible, in theory, to keep moving to outer nodes of each word if there is enough knowledge.  In order to deal with context we need to create some sort of a threshold.  When I say threshold, I am referring to a maximum distance that can be traveled from each word in the sentence.  If each outer node has a value that reflects how far away it is from the word in question, this would mean that we want to stop searching once a particular path reaches a node with the threshold value.  Unfortunately, it is rather difficult to come up with a number that represents the threshold in every situation.  In addition to this threshold, we may also need to create a lower boundary for the probability of any given match. If there is a large threshold we may want to set this boundary to 30%, which means that there is 30% chance that the match in question accurately relates one word to another.  Be aware that this is all hypothetical.  This lower boundary may not even need to exist if the threshold is small enough (if it is small enough the lower boundary is obviously 0%).  The main thing is that once we reach this threshold for every path extending from every word, it is time to jump out of context.   By jumping out of context, I mean taking all of the words from the current context and putting them together with all of the words in the outer context.  In this case, you would take the sentence in context one and start the search process all over again using the words in context one and the words in context zero, (the outer context).  Here is a simplistic diagram that sort of drives the point home:
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Figure 6

Now you are probably wondering about the verb form of pen, from Figure 5.  If you look at the dictionary, you will notice that the definitions of verbs break down into two parts.  The first part is merely an infinitive, instead of just using one, I made a link called alt. (alternate) verb.  Why?  All that the dictionary is really doing for this part is defining a verb in terms of another verb.  The second part of the definition modifies this alternate verb.  This can be seen from looking at the “how” link in Figure 5.  Not only does the definition of a verb give an alternate verb, it describes how or why this verb is done, in order to distinguish the verb being defined from the alternate verb.  

In addition to how or why a certain verb is done, there is the “whom” or “what”, also know as the object of the verb.  Technically the latter two the parts of the definition I just described are optional, but it is usually the case that either the object, the means (how or why), or both of these parts are found in the definition. Even a seemingly tricky verb like “give” can be broken down in this way, although there is a sort of twist.
Webster’s first definition goes like this:


To turn over the possession or control of to someone without cost or exchange.

The graph would look something like this:
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Figure 7

We remedy the situation by adding an “indirect object” link. If you’ll recall from grammar school, that in a sentence like, “I gave Sally a pen.”  Sally would be the indirect object.  So this makes sense seeing as how Sally is someone.  There is one slight problem with this graph, however.  Notice the use of “or” in the nodes.  This can be fixed by simply separating possession and control, in this case, and giving them each a node of their own.  But where do we put the additional node?  Well, we could connect one node to another in the usual way, but this would give one node a higher precedence than the other.  Notice that I have only used links that point downwards diagonally.  What about a horizontal link labeled “or”?  A horizontal link could indicate that the two values are supposed to have the same precedence.  It also allows for AND and other logic to be introduced into the knowledge representation system.  However, getting carried away with various logical relationships may defeat the purpose of the system in the end, rather than enhance it.   Such links should be used sparingly.  When all is said and done, it might be better just to modify definitions so that such links aren’t used, if that is possible.    To sum things up, there are four possible parts of a verb, the alternate verb, the how or why, object, and the indirect object.  In addition, all definitions of any word can be extended using horizontal links, labeled with AND and OR.   

Now we have to step back and look at the bigger picture.  Let’s say each word along with its definitions is put into a set.  For example, pen would be an element of the sets noun and verb.  Then we could make noun, verb, preposition, article, adjective, and adverb subsets of the set Words.  Finally, a statement would just be composed of certain elements from the subsets of the set Words. Knowledge as a whole could be a three dimensional structure with words and all their relations at the bottom, statements on top of that and whatever else we need on top of statements.  


I am not quite sure how such a structure would benefit AI.  To be completely honest, I am not sure if the system I have devised can help anyone.  There are holes.  For example, I never went into how proper nouns, articles, prepositions, adverbs, or adjectives could be represented.  Not to mention the fact, that this entire system that I have devised has no way of dealing with humor.  A close enough look at the human mind will reveal that humor is an exhibition of creativity, and true intelligence can’t really exist without creativity.  Although the system does have its shortcomings, it can represent factual information and allow a system to “understand” the meaning of key words within a dry, humorless sentence.  One day this could prove useful, seeing as how encyclopedias are filled with such sentences.  Unfortunately, time only allowed me to lay the ground work for this system, and representing nouns and verbs, stood out as the being the biggest challenges to overcome in this situation.  More importantly, should anyone want to use a system where a human’s vocabulary can be represented in such a way that the definitions of words within a sentence can be reasoned out, the idea is here, on paper. 
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